კარგი საიტი ბევრი რესურსით

https://www.infoq.com/ai-ml-data-eng/

Google Open-Sources Trillion-Parameter AI Language Model Switch Transformer

<https://www.infoq.com/news/2021/02/google-trillion-parameter-ai/>

Transformers Can Mock Part of Human Brain

<https://www.infoq.com/news/2022/10/transformers-mock-brain>

OpenAI Releases 1.6 Billion Parameter Multilingual Speech Recognition AI Whisper

[https://www.infoq.com/news/2022/10/openai-whisper-speech/](https://www.infoq.com/news/2022/10/openai-whisper-speech/?topicPageSponsorship=dafd8b38-1be1-435e-9964-912ae6901e85&itm_source=presentations_about_ai-ml-data-eng&itm_medium=link&itm_campaign=ai-ml-data-eng)

Amazon SageMaker Clarify Now Supports Online Explainability for ML Predictions

[https://www.infoq.com/news/2022/10/aws-sagemaker-clarify](https://www.infoq.com/news/2022/10/aws-sagemaker-clarify/?topicPageSponsorship=dafd8b38-1be1-435e-9964-912ae6901e85&itm_source=presentations_about_ai-ml-data-eng&itm_medium=link&itm_campaign=ai-ml-data-eng)

Microsoft Trains Two Billion Parameter Vision-Language AI Model BEiT-3

[https://www.infoq.com/news/2022/09/microsoft-vision-language-beit/](https://www.infoq.com/news/2022/09/microsoft-vision-language-beit/?itm_source=presentations_about_MachineLearning&itm_medium=link&itm_campaign=MachineLearning)

Google Open-Sources Natural Language Robot Control Method SayCan

[https://www.infoq.com/news/2022/09/google-robot-saycan/](https://www.infoq.com/news/2022/09/google-robot-saycan/?itm_source=presentations_about_MachineLearning&itm_medium=link&itm_campaign=MachineLearning)

MIT Researchers Develop AI Model to Solve University-Level Mathematics Problems

<https://www.infoq.com/news/2022/09/mit-math-solving-ai/>

Amazon's AlexaTM 20B Model Outperforms GPT-3 on NLP Benchmarks

<https://www.infoq.com/news/2022/08/alexa-tm-20b-model/>

Meta's Genomics AI ESMFold Predicts Protein Structure 6x Faster Than AlphaFold2

<https://www.infoq.com/news/2022/08/meta-genomic-ai-esmfold/>

PrefixRL: Nvidia's Deep-Reinforcement-Learning Approach to Design Better Circuits

<https://www.infoq.com/news/2022/08/prefixRL-nvidia/>

BigScience Releases 176B Parameter AI Language Model BLOOM

<https://www.infoq.com/news/2022/07/bigscience-bloom-nlp-ai/>

Adobe Researchers Open-Source Image Captioning AI CLIP-S

<https://www.infoq.com/news/2022/07/adobe-image-captioning-ai/>

Google's New Imagen AI Outperforms DALL-E on Text-to-Image Generation Benchmarks

<https://www.infoq.com/news/2022/06/google-brain-imagen/>

DeepMind Trains 80 Billion Parameter AI Vision-Language Model Flamingo

<https://www.infoq.com/news/2022/06/deepmind-flamingo-vlm/>

Meta Open-Sources 175 Billion Parameter AI Language Model OPT

<https://www.infoq.com/news/2022/06/meta-opt-175b/>

LAION Releases Five Billion Image-Text Pair Dataset LAION-5B

<https://www.infoq.com/news/2022/05/laion-5b-image-text-dataset/>

Google Trains 540 Billion Parameter AI Language Model PaLM

<https://www.infoq.com/news/2022/04/google-palm-ai/>

Google Announces AI-Generated Summaries for Google Docs

<https://www.infoq.com/news/2022/04/google-docs-ai-summaries/>